**Model Predictive Control**

Model Predictive Control (MPC) is a control approach which contains different algorithms based on specific key principles:

* Predicting the system future behavior
* Solving an optimization problem
* Receding horizon

The key components of MPC are:

* System model
* Optimization problem

**Strategy**

1. MPC at each sampling time k:
   1. performs a ***prediction*** of the future behavior of the system over a time horizon N, through a model of the system and its past states and inputs
   2. obtains an optimal control sequence by solving an ***optimization*** problem
   3. applies only the first term of the input sequence to the system and obtain the resulting state
2. At new sampling time, the whole procedure is repeated, shifting forward the time horizon (***receding horizon***) and taking the current state as the initial state for the new prediction.

**Assumptions**

The standard MPC formulation is valid under some assumption:

* the system is linear
* uncertainties do not affect the system
* the system is controllable
* the system is observable

**Discussion**

**Pros**

* Extremely flexible control design
* Performance oriented and easy tunable
* Constraint handling
* Easy generalized to MIMO system

**Cons**

* Suitable only for linear models and convex optimization
* Slower due to the complexity of the optimization
* Suboptimality

**Block scheme**

![Figure 1 from Embedded Model Predictive Control for System-on-a-Chip  Applications | Semantic Scholar](data:image/png;base64,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)

**System Model**

**Modelling**

System modelling it is important for prediction: the simplest model that gives accurate enough prediction (10-20% out from the steady state).

MPC uses a linear model of the system, most of the time in the state-space representation in continuous time domain:

where: state

output

input

Note: in the state-space usually since the input does not affect the output.

A real system operates in continuous time, but since the controller operates in discrete time, the system model has to be discretized.

**Prediction**

The state prediction is obtained recursively using the state-space equation:

starting from the initial (current) state, till the prediction horizon:

It is possible splitting the known part (based on current and past measurements) and the unknown part (based on the input sequence choice), and stack the vectors:

where:

**Optimization**

MPC is based on precise numerical optimum, which can be defined arbitrarily through a cost function, subject to certain constraints:

According to the form of the optimization problem, it can be reformulated into class of optimization problems:

* Convex optimization
  + LP (Linear Programs) for unconstrained linear systems
  + QP (Quadratic Programs) for linear constrained systems
  + Nonlinear Programs for general systems
* Nonconvex optimization

**Objective/Cost function**

The objective function is called also cost/loss function since it implies a penalization of the terms involved, which represent some performance indices. Most of the time, these indices are in opposition from each other, then it consists in a tradeoff between optimality performance and stability.

**Penalty form**

The penalty is always a convex function. The common forms are:

* l2-norm: energy dissipation penalization
* l1-norm: fuel consumption penalization
* l∞-norm

**Performance indices**

* state:
* output tracking error:
* input activity:
* input rate:

**Constraints**

* State constraints:
* Input constraints:
* Input rate constraints:

**Optimal solution**

The solution of the optimization problem is the optimal control input sequence at the sample k:

The optimal input at generic time depends on the predicted state at the same time , obtained from the dynamic model , which depends on the initial state . Thus, this means the optimal input sequence is an open loop control since it depends only on the initial conditions.

**Receding Horizon Strategy**

Only the first element of the optimal input sequence is applied to the system:

At each sampling instant, the process of obtaining the first element of the optimal input sequence is performed, shifting the forward the prediction horizon and set the actual initial state .

Since in the prediction, the MPC is an open-loop control, the receding horizon introduce a feedback, continuously updating the prediction.

**Tuning parameters**

* Ts: It should be sufficiently small to track the system dynamic but not too small to ignore high frequency disturbances.
* Np: It should large enough to cover the significant system dynamic.
* Nc: It is usually between 1 and 5 since only the first value is applied to the system.
* Q: penalty proportional to the state/output.
* R: penalty proportional to the input; it decreases the original performances, leading to a slower response
* S: penalty proportional to the input rate.
* P: penalty proportional to the terminal state/output.

**Notes**

**Discrete/Continuous-time prediction model**

In standard application the optimization is solved periodically at time:

where T is the optimization sampling time, which depends on the time required by the computation of the optimum.

However, this choice could not match the prediction sampling time, which depends on the system dynamics and it is usually smaller with respect the optimization one:

where m is an integer.

It is also possible using continuous time model for prediction.

**Hard/Soft constraints handling**

**Terminal cost**

Due to the difference between predicted response and closed-loop response, there is no guarantee that a common MPC (receding horizon on a finite horizon), which can lead to instability.

This problem is solved by means of the infinite prediction horizon but defining a predicted input sequence in such a way that the number of optimization variables are finite.

**Dual mode approach**

This is achieved through the ***dual mode*** predictions:

* Mode I: the input is obtained by the optimization problem over a finite horizon
* Mode II: the input is obtained by a stabilizing feedback law over an infinite horizon

With this approach the infinite horizon cost can be evaluated explicitly over mode I, in the optimization problem:

This is achieved by choosing an appropriate value of the terminal weighting matrix P, so that the terminal cost is equal to the cost over the mode II. This matrix is the solution of the Lyapunov equation:

which has a unique solution if and only if the eigenvalues of lie inside the unit circle.

**Terminal constraint**

**Unconstrained optimization**

If no inequalities constraints are present, the optimization problem has a closed-form solution:

which corresponds to a feedback control approach.

**Appendix: Notation**

continuous time instant

discrete time instant

sampling time

prediction horizon

control horizon

prediction for i future samples ahead at time k

weight matrices

**Appendix: Properties**

**Reachability/Controllability and Observability**

Controllability and observability are dual aspects of the same problem.

A system is controllable if:

where: controllability matrix

A system is observable if:

where: observability matrix

**Feasibility and Optimality**

**Robustness and Performances**

**MPC Overview**

The standard MPC formulation produces optimal performances only under the assumptions of linearity of the system and the absence of uncertainties.

**Nonlinearity**

The most of systems are nonlinear, then the LTI (Linear Time Invariant) approximation can produces an inaccurate control strategy. According to the performances required, it can be applied:

* ***LTV MPC*** (Linear Time Varying MPC): the system model is still linear, but the system matrices are time dependant
* ***NMPC*** (Nonlinear MPC): the system model is nonlinear, implying the loss of convexity

**Uncertainties**

In the presence of uncertainties, according to the properties of these disturbances can be followed two approaches:

* ***RMPC*** (Robust MPC): If the disturbance is bounded it is possible to design a robust MPC that ensure that the constraints are satisfied for all the possible disturbances sequence.
* ***SMPC*** (Stochastic MPC): If the disturbance is unbounded it is possible to design a stochastic MPC to ensure that the constraints are satisfied on a specific probability.

Some approaches to RMPC and SMPC are:

* Min-max MPC: The optimization problem is performed with respect to all possible trajectory evolutions
* Constraint Tightening MPC: The optimization is subject to enlarged constraints by a given margin, so that the trajectory feasibility is met
* Tube-based MPC: The optimization is done over a nominal dynamic model, while a feedback controller ensures the convergence of the actual state to the nominal one.
* Multi-stage MPC

|  |  |  |
| --- | --- | --- |
|  | **PRO** | **CONS** |
| MPC | Convex optimization | Performance degraded as assumptions fading |
| LTV MPC | Faster than NMPC |  |
| NMPC |  |  |
| Min-max MPC |  | Computational expensive |
| Constraint Tightening MPC |  |  |
| Tube-based MPC |  |  |
| Multi-stage MPC |  | Computational expensive (exponentially with the uncertainty number and Hp) |